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Abstract 

Some persons make friends with others they have some attributes in common with. This type of friendship 

between two persons to a large extent depends on the attributes they have in common. In some cases, individual 

join a group as the individual thinks s/he identifies with that group. What then happens if a group of persons 

want to know how compactible they are with each other? From the conventional application of the existing 

matchmaking protocols, each member has to undergo a matchmaking protocol with each member in the group. 

This will be tedious and time consuming. It is in light of this, that this research was undertaking. This research 

enables a group of persons to know the number of attributes they have with each other and hence how 

compatible they are. The usage of k-means clustering and Floyd-Warshall's Algorithm were employed to 

achieve this. At the end of the protocol, each member in the group will know the number and the extent of 

compatibility they are with each other. Any malicious person, will know nothing.  

Keywords: Clustering, k-means, privacy-preserving, asymmetry, Centroid. 

 

1. Introduction 

Personal attributes most often than not are private information about an individual. The personal attributes to a 

large extent define who an individual really is. Some of these attributes can be the individual’s sexual 

orientation, circle of friends, religious inclination, type or nationality of their loved ones, schools attended, type 

of jobs, to mention just a few. Some persons do not want others to know their personal attributes as that defines 

them. Most often than not, people to a large extent make friends with people who have similar traits or similar 

orientation to attributes they have. How can individuals who do not want their attributes to be known by anyone 

make friends with people with similar characteristics? This has necessitated the need for some matchmaking 

protocols such as the; (i). use of central authority [1-3], (ii). distributed system [4-10] and (iii). hybrid system 

[11-19].  

 

These protocols help an initiator find a match pair without each knowing the personal attributes of each other. 

Some of these protocols allow the people in the matchmaking know their attributes only when they are match 

paired. Furthermore, in order to prevent information asymmetry some of the protocols make the common 

attributes known to the users mutually. Others do not. In all these protocols, there should always be an initiator 
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(the person who wants to have a friend(s)). How will a group of people find how compatible (how many 

attributes they have in common) they are with each other? In such a case, using the conventional matchmaking 

protocols, it will take a lot of effort to achieve that. This is because, the people need to perform  

permutations if there are n persons in the group.  

Clustering techniques have been used in a number of studies. These include; i). identifying fake news, ii). Spam 

filtering, iii). Marketing and sales, iv). Classifying network traffic, v). identifying fraudulent and criminal 

activities, vi). Document analysis, vii). Fantasy football and sports.   

It is in lieu of this problem that this paper proposes a protocol for the matchmaking among a group of persons. 

Hence, this protocol seeks to help a group of persons securely compute the intersection of their attributes. This 

will further help them know how compatible they are with each other.  All of the persons in the protocol will 

know how compatible they are with each other simultaneously. As a results, there is no information asymmetry 

in this protocol.  

 

2. Related Studies 

In [20-21] oblivious transfer was used to construct private set intersection which was applied in matchmaking 

protocols. Kissner and Song [22] used threshold cryptosystem to solve set matching problems. Freedman et al. 

() [23] implemented oblivious pseudo-random function-based protocols in private set intersection and private 

cardinality of set intersection in attribute matchmaking protocol. Threshold cryptography was applied in PSI to 

propose a matchmaking protocol in which the intersection (number of common attributes) is satisfied if it is 

greater than a threshold agreed on by both parties [24]. Agrawal et al (2003) [25], used a commutative 

encryption function in matchmaking protocol. Sarpong and Xu (2015) [26] applied privacy-preserving scalar 

computation in secure attribute-based matchmaking protocol. Some researchers formulate different secured and 

privacy-preserving matchmaking protocols to help persons look for a match-pair. 

 

3. Methodology  

3.1 Introduction to K-means Clustering 

K-means method has the ability to efficiently cluster huge data including outliers. It also maintains a basic 

framework for developing numerical or conceptual clustering systems because various possibilities of distance 

and prototype choice can be used, Salem et al., (2017). However, Cheung, (2003) [32] observed that k-means 

algorithm is very sensitive in the initial starting point hence it may lead to incorrect clustering results. As the 

initial clustering points are generated randomly hence, k-means does not guarantee a unique clustering results, 

Shehroz and Ahmad, (2004) [33] as it has the ability to reach a local minimum but lacks the ability to reach a 

global optimum (K vesi et al., 2001) [34] observed. K-means clustering is a type of unsupervised learning, 
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whose goal is to cluster the data in order to find any groups (the number of groups represented by the 

variable K) in the data based on similarities between the constituents of the data.  Hence, K-means clustering 

groups the data into its organic composition instead of allowing the researcher to define the groups.  

 

K-means algorithm can be described as follows:  

1. An initial cluster centers,  is randomly generated.  

2. The distance   between vectors  to cluster center is calculated. In this research, the centroid 

method will be used.  

3. Separate  into  which has minimum .  

4. The new cluster centers are defined by .  

3.1.1 Assigning data points to a cluster 

Once the initial centroids are selected, the next step is to assign each data point to a cluster. Mathematically 

speaking, this can be done by using the equation: 

 
where; 

, are the clusters, and  are the centroid values.  

3.1.2     Calculating new centroid values  

After each data point is assigned to a cluster, a new centroid value for each cluster is calculated (the mean of all 

the data points in the cluster). Hence using equation (1), new centroids are recomputed by reassigning new data 

points to the cluster until an optimal number is achieved.  

        Eqn. (1). 

3.1.3     K-Means Algorithm 

Let  be the number of people in the group and  the 

attributes each member in A possesses. Using K-means, the centroid, , is computed for each X.  Hence, 

there will be  centroids for the n persons in the group . At this point, the attributes of each 

member in the group is represented by the centroid.  

 

3.1.4      Distance Measures  

Distance measures will be used to ascertain how compatible the members in the group are with each other. The 
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shorter the distance between two centroids, the more attributes they have in common hence, the more 

compatible they are with each other. From Figure 1, it can be observed that the distance between centroids 3 

and 

1 is shorter than that between centroids 2 and 3 or 1 and 2. Hence, the clusters with centroids 3 and 1 have more 

attributes in common than between the rest. In this protocol, Floyd-Warshall shortest distance approach will be 

used to measure the distance between the centroids of the attributes of the individuals. 

 
Figure 1: A typical clustering and distance between the centroids.  

Floyd-Warshall's Algorithm   

The Floyd-Warshall’s algorithm as a variant of dynamic programming, solves problems by looking at the 

solution to be obtained as an interrelated decision. The solutions are formed from solutions that come from the 

previous stage and hence, there is the possibility of more than one solution [5]. Given a weighted digraph 

 with weight function , where R is the set of real numbers.  

Considering non-zero and negative cost, the shortest distance between vertices can be found using the Floyd-

Warshall’s algorithm. That is, let  matrix be a representation of a graph with weights at the edges, 
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In the  matrix, let the distance  where  is the distance from vertex  Let 

 be the intermediate vertices of the path . Let  be the length of 

the shortest path from  such that, all intermediate vertices on the path (if any) are in the set 

. Set  to be , i.e. no intermediate vertex;  be the  matrix . In this 

algorithm  is the distance from  hence,  will be computed. However, it must 

be noted that; (i). if a shortest path does not contain the same vertex twice; (ii). For the shortest path from  

such that any intermediate vertices on the path are chosen from the set , there are two 

possibilities; (a). k is not a vertex on the path – the shortest of such paths has length ; (b). if k is a vertex 

on the path – the shortest of such paths has length  i.e. there is a subpath from  and from 

.  

Each such subpath can only contain intermediate vertices in  and must be as short as 

possible. Hence, from  through an intermediate k has a length . The shortest path from 

 is the minimum distance from the points  and  through an intermediate step k. Mathematically, 

this shortest distance is given by . The Floyd-Warshall algorithm has 

time complexity of , however when only one matrix is considered the time complexity reduces to . 

Assuming, there are  number of people in the group and 

 attributes of each member in the group. Hence an individual  has 
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 attributes. Supposing there are  individuals in the group, there will be a total of 

 attributes.  

Matchmaking Protocol 

This protocol consists a certification authority, CA, that cannot be compromised and the group of individuals. 

Each of the persons in the protocol has a portable device or a Smartphone equipped with Bluetooth or WiFi. 

The 

CA generates RSA key pair  and  where  are large primes. The CA publishes 

. Likewise, each of the persons in the protocol also generates RSA key pair  and 

   where ;  are large primes. Furthermore, each of them chooses a 

username, , an identity,  and a random number . Each User sends the attributes to 

the CA for certification by sending . The 

CA certifies the attributes by computing  and returns the signed attributes 

to the Users. After the certification of the attributes by the CA, the Users’ attributes becomes . Thus 

for the User one, the certified attributes become . The certification 

prevents the users from modifying their attributes enabling them to gain additional information from the others 

in the protocol. In this protocol, attributes are the same if they are semantically the same. Each User 

exponentiates the attributes with the random number. The exponentiated attributes for the  

persons become . Using K-means algorithm, the centroid is computed for the 

variables. The centroid is calculated for the variables belonging to each user. Hence, there will be  centroids 

from the  users. Thus the number of centroids formed will be the same as the number of 
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users. Furthermore, the distance between the centroids formed are also calculated. Hence, the distance between 

Users one and two is given by .  

An  matrix as shown below is formed from the distances between the centroids of the attributes of the 

Users in the protocol.  
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Using the Floyd-Warshall’s algorithm n times, the shortest paths from a centroid to the other are calculated by 

the CA. The matrix formed after the n iterations of the Floyd-Warshall’s algorithm gives the shortest distance 

between the centroids of the individual attributes. From the matrix, the smaller the distance between the 

centroids, the closer the attributes are in similarity. After the computation of the shortest distance the CA 

furnishes the persons in the protocol with the matrix of the shortest distances. From this matrix, the Users will 

know how similar or otherwise their attributes are with each other. This knowledge will help the persons in the 

protocol to form match-pair if they want to.   

For simplicity, let us assume the rest of the protocol is between only two Users. User one has a random number 

 and User Two also a random number . At this point, the persons know only how close their attributes 

are related to each other from the matrix of the shortest distance. They also do not know how many or the type 

of attributes are common to them. User One sends   to User Two. User Two also sends 

 to User One. Furthermore, User One sends the random number, , to User Two; 

User Two sends the random number, , to User One. With the knowledge of the random numbers, User One 

computes  and User Two also computes . 

The intersection between  and  is 

computed. This intersection gives the Users the number of attributes common to them. Let 

.  
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In order to know the type of attributes common to the Users, each User contacts the CA. User One sends 

his/her Username, identity and the identity of the pair together with the number of the attributes common to 

them to the CA. Thus, s/he sends  to the CA. Also, 

User two sends his/her Username, identity and the Username and identity of the pair together with the number 

of attributes common to them to the CA. Thus, s/he sends 

 to the CA. If  from User One  is the same as that 

of User Two, then the protocol is correct hence, no one cheated. Upon receiving these and making sure that no 

one has cheated, the CA then sends the actual attributes common to them to each User.  

 

Security Analysis 

The protocol entails a CA that cannot be compromised. Also, only persons who have registered with the CA can 

take part in the protocol. The attributes of the persons in the protocol are certified to prevent their modification. 

A User can modify the attributes enabling him/her gain extra information on the other User(s). Hence, the 

modification binds the attributes to the user. The Users get to know the number of and actual attributes common 

to them mutually. Hence, there is no information asymmetry in this protocol.  

The degree of compatibility between the attributes of the Users are computed securely and privately. As a 

result, any aggressive malicious person can know only the degree of compatibility but nothing else. The matrix 

of the shortest distance gives the users the degree of compatibility they have with each other. The number of 

attributes common to them cannot be known at this point. The number of attributes common to them will be 

known only when they exchange their random numbers. When the intersection computed is an empty set, then 

the Users will know that there is something wrong with the protocol. This can be reported to the CA for the 

necessary action to be taken against the malicious User.  

Conclusion 

This research has brought to the fore the ability for a group of persons to be match-paired simultaneously 

without needing to do several match-pairing with each member in the group. The protocol in this research 

unlike in the conventional matchmaking protocols makes the matchmaking easier and less cumbersome.  
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